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Abstract— In this article, a novel hyperspectral anomaly
detection method with kernel Isolation Forest (iForest) is pro-
posed. The method is based on an assumption that anomalies
rather than background can be more susceptible to isolation in
the kernel space. Based on this idea, the proposed method detects
anomalies as follows. First, the hyperspectral data are mapped
into the kernel space, and the first K principal components are
used. Then, the isolation samples in the image are detected with
the iForest constructed using randomly selected samples in the
principal components. Finally, the initial anomaly detection map
is iteratively refined with locally constructed iForest in connected
regions with large areas. Experimental results on several real
hyperspectral data sets demonstrate that the proposed method
outperforms other state-of-the-art methods.

Index Terms— Anomaly detection, hyperspectral image (HSI),
Isolation Forest (iForest), kernel method.

I. INTRODUCTION

HYPERSPECTRAL remotely sensed images contain hun-
dreds or even thousands of spectral bands, which pro-

vides a powerful tool for many remote sensing applications,
such as anomaly detection [1], [2], image visualization [3], [4],
and classification of the land covers [5], [6]. Among these
applications, hyperspectral anomaly detection has received
considerable interest in recent years due to its importance
in military defense, search-and-rescue, mine detection, and
environmental monitoring. Hyperspectral anomaly detection
aims at distinguishing the interesting targets that are very
different spatially or spectrally from their surrounding back-
ground with no a prior knowledge about the spectral signatures
of background and target. In essence, anomaly detection is
usually regarded as a binary classification problem, which
classifies the pixel under test as the anomaly class or the
background class.
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To achieve this objective, various algorithms have been
proposed for detecting anomaly targets in hyperspectral
images (HSIs) over the last 20 years. Statistical model-based
probability distribution is the first and the most prevalent
category in hyperspectral anomaly detection [7]–[10]. One
of the most well-known methods is Reed–Xiaoli (RX) algo-
rithm [11], developed by Reed and Xiaoli, which is considered
the benchmark method. The RX detector assumes that the
background is well modeled with a Gaussian multivariate
distribution. Based on the assumption, the background can be
characterized with the mean vector and the covariance matrix
of the pixels in the whole image or a local window surrounding
the test pixel. Then, the anomaly pixels are detected by
measuring the Mahalanobis distance between the test pixel and
the local background. It is worth mentioning that the pixels
modeled the background can include the whole image or local
background, thus leading to global detector [12] or local detec-
tor [13], respectively. However, most real-world HSIs cannot
be modeled by a homogeneous distribution, which often cover
different classes of materials and exhibit complex background.
To address this problem, a variety of improved RX-based
anomaly detectors have been proposed. For example, the sub-
space RX anomaly detector [14] models the background
with representative eigenvectors of the HSI covariance matrix,
which eliminates the undesired background signatures in HSI.
The kernel-RX anomaly detector is a nonlinear version of the
RX detector developed by Kwon and Nasrabadi [15], which
characterizes more adequately the normal model in a higher
dimensional feature space by using the kernel method. The
cluster-based anomaly detector (CBAD) [16] first performs
clustering methods on the HSI, thus yielding several Gaussian
clusters that are spectrally homogeneous. Then, the anomalies
are detected in each cluster.

Besides the probability distribution-based methods, there
are many other types of anomaly detection methods in the
literature. For example, the support vector data description
(SVDD)-based anomaly method [17] is a deterministic support
vector approach that avoids prior assumptions about the data
distribution. The SVDD is capable of estimating the support
region where most of the data lie, which avoids the much more
enormous challenge of estimating the underlying probability
density function. The method is based on the assumption
that a pixel in background can be approximately represented
by a linear combination of its surrounding pixels, while
the anomaly cannot. The contribution of each surrounding
pixel is adjusted by a distance-weighted regularization matrix.
Recently, a novel attribute and edge-preserving filtering-based
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detection method (AED) [18] has been proposed. Different
from previous works, the method only requires local filtering
operations (i.e., attribute and edge preserving), and thus,
it can be implemented very efficiently. Moreover, a multi-
scale version of the AED has been developed in [19], which
considered the multi-scale information in HSIs.

Additionally, sparse representation has received consider-
able attention for hyperspectral anomaly detection. In [20],
the anomaly detector is modeled by the use of background
joint sparse representation (BJSR). The most representative
background bases are adaptively selected for the local region,
and then, the background pixels can be well represented with
the selected background bases while the anomaly cannot.
Based on a similar idea, sparse representation, collaborative
representation, and tensor representation-based anomaly detec-
tion methods have been well investigated in recent years
[21]–[26]. Recently, deep learning has been a very active
research topic in the field of HSI processing [27], [28], and
deep learning-based anomaly detector [29] also has been
proposed.

Different from the aforementioned methods, a novel Ker-
nel Isolation Forest-based hyperspectral anomaly Detection
method (KIFD) is proposed in this article. From a data
description aspect, the anomalies usually have different spec-
tral values with respect to the background, and thus, these
pixels are usually more susceptible to isolation than the
background. By constructing Isolation Forest (iForest) using
randomly selected samples of the HSI, those pixels that can
be isolated easily in the kernel feature space are detected
as anomalies. Furthermore, in this article, the detection is
performed with a novel recursive detection framework, which
can well make full use of the local and global information
of HSIs. It should be mentioned that an earlier version of
this article has been submitted to the 2019 IEEE International
Geoscience and Remote Sensing Symposium. Specifically,
the major contributions of this article can be concluded as
follows.

1) A recursive anomaly detection framework is developed
which can well make use of the global and local infor-
mation of HSIs.

2) A KIFD is proposed for the first time which can well
capture the isolation property of anomaly objects in
HSIs. Experiments performed on several real hyper-
spectral data sets demonstrate the state-of-the-art per-
formance of the proposed method.

The rest of this article is organized as follows. The iForest
theory and kernel method is briefly reviewed in Section II. The
proposed method is introduced in Section III. Experimental
results are given in Section IV. Finally, conclusions are given
in Section V.

II. BACKGROUND

A. Isolation Forest

iForest is firstly introduced by Liu et al. [30] for outlier
detection in data mining. The advantage of iForest is that it
can identity outliers directly based on the concept of isolation
without using any metrics, this eliminates computational cost

Fig. 1. Graph example illustrating the principle of iForest. Given a Gaussian
distribution (a) anomalous instance is isolated through four random partitions
and (b) normal instance is isolated through thirteen random partitions.

significantly compared to the distance-based [31] and density-
based methods [32]. Here, the principle of iForest is briefly
reviewed. The details of the iForest algorithm, we refer the
reader to [30].

Specifically, iForest is based on the assumption that the
anomaly instances are usually rare and different from those of
normal instances in a given data set, which makes them more
susceptible to isolation in a number of binary tree structures
than the normal instances. A tree structure is constructed
from the root to leaves by dividing the data at each node
with a random selected feature and threshold. Each tree is
grown until each instance is isolated in a leaf. The path
length for an instance, also known as the isolation depth,
is defined as that the instance traverses a binary tree from
the root node until the traversal is terminated at a leaf node.
Therefore, in randomly generated binary tree where instances
are recursively partitioned, anomalous instances have a quick
arrival to leaf nodes, while nominal instances require many
more splits to finally reach leaf nodes. As a whole, anomalous
instances have noticeable shorter average path lengths than
those of normal instances over a number of binary trees. The
anomaly score assigned to an instance can be calculated using
the average isolation depth across the binary trees.

To demonstrate the fact that anomalies have higher suscep-
tibility to be isolated under random partitioning, a graphical
interpretation for a 2-D normally distributed data set is repre-
sented as in Fig. 1. It can be seen that the inlier xb (i.e., normal
instance) generally requires more separating lines to be iso-
lated, while the outlier xa (i.e., anomalous instance) generally
requires less separating lines to be isolated. In this example,
every partitioning process is generated by randomly selecting
an attribute and randomly selecting a cut-point between the
minimum and maximum values of the selected attribute. Since
a binary tree is generated by recursive partitioning, the path
length from the root node to a leaf node can represent the
number of partitions required to isolate a point. Thus, the path
length of xa is shorter than the path length of xb.

iForest was proposed almost ten years ago. In recent years,
the algorithm has been successfully applied in real applica-
tions, such as detecting anomalous taxi trajectories or detecting
the anomalous data collected from wireless sensor networks
[33]–[35]. To our best knowledge, the method has not been
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researched in remote sensing applications. In this article,
we develop an iForest method to detect anomalies in HSIs.

B. Kernel Methods

In recent years, kernel methods have received considerable
attention in the machine-learning community, and various
powerful kernel-based methods such as kernel support vector
machines (SVMs) [36], kernel fisher discriminant (KFD) [37]
analysis, and kernel principal component analysis (KPCA)
[38], [39], have been researched. The major reason is that
kernel methods can be used to project the input data into
a higher dimensional feature spaces so as to increase the
computational capability of linear machines in an easy way.
There is no constraint on the form of the mapping function,
which would lead to infinite-dimensional linear spaces.

Given a data set A = {a1, a2, . . . , an} ∈ �, if the classes
in the data set are not linearly separable, then the kernel
method can map the data into a potentially much higher
dimensional feature space F in the hope that in this higher
dimensional space the classes become linearly separable. The
kernel function k is defined as an inner product in the feature
space F and is usually defined as follows:

k(ai , a j ) = 〈�(ai ),�(a j )〉, i, j = 1, . . . , n (1)

where � is a nonlinear mapping (or sometimes linear map-
ping) from the original input space � to the feature space F ,
and 〈·, ·〉 is an inner product. Commonly, the kernel function k
is defined directly, e.g., the radial basis function (RBF) kernel
k(ai , a j ) = exp(−γ ‖ai−a j‖2) with an adjustable parameter γ
controlling the width of the RBF. The map � and the feature
space F is defined implicitly, which is replaced with the kernel
function k. Through using the kernel function, the original
input data can be mapped into the feature space of a higher
dimension, which enables the algorithm to more satisfy the
model requirements. Therefore, by providing a bridge between
linear and nonlinear, kernel functions provide a more efficient
solution for any algorithm that can be written in inner product.
Please refer to [40] for a complete theoretical description of
the kernel approach.

III. PROPOSED APPROACH

A. Constructing Isolation Forest

Here, X ∈ R
D×N denotes the input HSI, where D repre-

sents the number of spectral bands and N is the number of
pixels. In order to construct the iForest globally, M pixels
are first randomly selected from the hyperspectral data. Then,
the selected pixels can be divided into two child nodes, i.e., left
node Ml and right node Mr based on a simple decision rule.
Specifically, if Xm

s is smaller than θ , the mth selected pixel
will be divided into the left node, and vice versa. Here, s is a
number randomly selected from 1 to D, θ is a value randomly
selected between the minimum value and maximum value of
the sth band, i.e., Xs . Next, the child nodes could be further
divided by performing the operations above iteratively, until
either: 1) the tree reaches a height limit Hmax; 2) the number
of pixels in each child node equals 1; and 3) the pixels in each
child node have the same values. It should be mentioned that

Fig. 2. Graph example illustrating the structure of an Isolation Tree.

s and θ are both randomly selected for all the internal nodes.
In this article, Hmax = log2 M is set as the default parameter
setting. The tree construction process can be repeated q times
so as to construct the iForest, and q is set as 1000, which
means that the forest consists of 1000 trees.

Fig. 2 gives a graph example illustrating the structure of
an Isolation Tree. It can be seen that the Isolation Tree
is actually a tree structure representation of the randomly
selected samples, in which each node represents a single
hyperspectral pixel or a number of hyperspectral pixels with
similar spectral values. Furthermore, it is observed that most
of the selected samples actually belonging to the background,
which are usually located in the bottom of the tree. The reason
is that background pixels appear much more frequently with
respect to anomaly pixels, and thus, hard to be isolated. This
observation also has been illustrated in Fig. 1.

B. Detecting the Anomalies Using Isolation Forest

In this step, each pixel in the HSI is fed into the constructed
iForest so as to detect the anomalies. Specifically, in an
isolation tree, the path length of a pixel is defined as the
number of edges that the pixel travels from the root to an
external node. Since anomaly pixels usually appear with small
area and distinct spectral signatures which are different from
background, they are easily isolated to external nodes, and
have shorter path lengths. By contrast, background pixels will
tend to have longer path lengths in the constructed isolation
trees. Based on this fact, path length can be employed as a
measure to detect anomalies. It should be noted that a pixel
may have different path lengths on different isolation trees.
Therefore, the proposed isolation-based anomaly detection
method is based on an ensemble learning mechanism, in which
the final path length for each pixel is obtained by averaging
path lengths of different isolation trees.

An iForest consists of q isolation trees {Q1, Q2, . . . , Qq}.
Let hi (x) denotes the length of a test pixel x ∈ X in isolation
tree Qi , the average path length over q isolation trees is
calculated as follows:

E(h(x)) = 1

q

q∑
i=1

hi (x). (2)
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Fig. 3. Flowchart of the proposed KIFD method.

Then, the anomaly score s ∈ (0 1] of a test pixel x is defined
as follows:

s(x) = 2− E(h(x))
c(M) (3)

where M denotes the subsampling size. c(M) = 2H(M - 1)−
2(M − 1)/M , in which H (M) is the harmonic number that
calculated by ln(M) + 0.5772156649 (Euler’s constant). By
performing the operations mentioned above to each hyperspec-
tral pixel, an anomaly map D can be obtained.

C. Refining the Detection Map With Local Isolation Forest

The global iForest-based detection may produce a number
of false alarms since the forest is constructed using the
randomly selected pixels in the whole scene. To make full use
of the local information, the initial anomaly detection map D
is further refined by performing the IFD in a local processing
way. The specific steps are concluded as follows.

1) Binarization: The anomaly detection map D is converted
into a binary image

Bi =
{

1, if Di > δ

0, Otherwise
(4)

where the threshold value δ is selected using the Otsu’
method [41].

2) Local iForest Detection: Generally, anomalies usually
appear with small areas. Given the binary image B,
the connected components (CCs) in B can be obtained,
which represent the detected anomaly objects. Given an
area threshold α, if the area of a CC is larger than α,
a local iForest will be constructed with half of the
randomly selected pixels in this CC, and the anomaly
scores of pixels in this CC could be reevaluated by
the constructed local iForest. In this article, the optimal
value for α is set to be N/120, which is adjusted with
the number of pixels in the HSI.

3) Termination of the Detection Process: By performing
steps 1 and 2 iteratively, the anomaly scores could be
refined until there are not CCs with an area larger than α,
and the final anomaly detection map D̂ can be obtained.

The proposed method could be directly performed in the
data space or in a nonlinear kernel space. Specifically, instead
of performing the detection on the original HSI. The hyper-
spectral data set X is first transformed using the KPCA
method. The first ζ principal components are then used as
the input of the IFD detection algorithm. Experimental results
demonstrate that this preprocessing step makes an important

role in further improving the detection performance. For better
understanding, the flowchart of the proposed KIFD method is
shown in Fig. 3. As shown in this figure, the proposed method
consists of the following major steps. First, the dimension of
the input image is reduced with KPCA. Then, the iForest is
constructed so as to obtain an initial anomaly detection map.
Finally, the final anomaly detection map is obtained by refining
the initial anomaly detection map with the local iForest.

IV. EXPERIMENTS

A. Data Sets

In this article, the proposed method is evaluated on four real
hyperspectral data sets captured at different scenes, which are
listed as follows.

1) San Diego Data Set: The first hyperspectral data set was
acquired by the Airborne Visible/Infrared Imaging Spec-
trometer (AVIRIS) covering the San Diego airport area,
CA, USA. This scene covers an area of 100×100 pixels
with 224 spectral channels in wavelengths ranging from
370 to 2510 nm. In the experiments, a total of 189 bands
are used after removing the water-absorption bands. The
spatial resolution is approximately 3.5 m. The three
airplanes are the anomalies to be detected in the image.
The sample image and ground truth map for this data
set are shown in Fig. 4(a) and (b), respectively.

2) Hyperspectral Digital Imagery Collection Experiment
(HYDICE) Data Set: The second data set was collected
by the HYDICE airborne sensor over an urban area,
CA, USA. This urban scene consists of 80 ×100 pixels,
with 175 spectral channels in wavelengths ranging from
400 to 2500 nm. The image has a spatial resolution
of 1 m. The scene mainly consists of a vegetation
area, a construction area, and several roads including
some cars. The man-made objects, i.e., cars and roofs
are regarded as anomaly objects. The sample image
and ground truth map for this data set are shown in
Fig. 5(a) and (b), respectively.

3) EI Segundo Data Set: The third data set was captured by
the AVIRIS sensor, which has 224 spectral channels in
wavelengths ranging from 366 to 2496 nm. This urban
scene covers an area of El Segundo, CA, USA, with
the spatial size of 250 × 300, as shown in Fig. 6(a).
Each pixel has 7.1 m of ground resolution. The image
data set is mainly composed of an area of oil refinery,
several residential areas, parks, and one school zone. The
constructions of oil refinery such as storage tanks and
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Fig. 4. San Diego data set. (a) Pseudocolor image, (b) ground truth map, and the detection maps of (c) KIFD, (d) IFD, (e) RX [11], (f) LRX [11], (g) AED
[18], and (h) CRD [22].

Fig. 5. HYDICE data set. (a) Pseudocolor image, (b) ground truth map, and the detection maps of (c) KIFD, (d) IFD, (e) RX [11], (f) LRX [11], (g) AED
[18], and (h) CRD [22].

the towers are considered as anomaly targets, as shown
in Fig. 6(b).

4) Grand Isle Data Set: The fourth data set is an AVIRIS
image, which was captured at the location of Grand
Isle on the Gulf Coast, part of Jefferson Parish, LA,
USA. The data set consists of 300 × 480 pixels with
224 spectral channels in wavelengths ranging from
366 to 2496 nm. The spatial resolution is approximately
4.4 m. The main background materials are island and
water in the scene. Those man-made objects in the water
are selected as the anomalies to be detected. The false
color image of the four data set and its ground truth are
shown in Fig. 7(a) and (b), respectively.

Furthermore, all data sets have been made available on
corresponding author’s homepage.1

B. Parameter Analysis

In this section, we analyze the influence of the parameter ζ
on the detection performance of the proposed KIFD method.
The parameter ζ controls the number of principal components.
Fig. 8 shows the effect of the parameter ζ over the area
under the receiver operating characteristic (ROC) curve (AUC)
values of the KIFD on each data set. We can observe that
AUC values tend to grow gradually when ζ varies from

1http://www.escience.cn/people/xudongkang
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Fig. 6. EI Segundo data set. (a) Pseudocolor image, (b) ground truth map, and the detection maps of (c) KIFD, (d) IFD, (e) RX [11], (f) LRX [11],
(g) AED [18], and (h) CRD [22].

Fig. 7. Grand Isle data set. (a) Pseudocolor image, (b) ground truth map, and the detection maps of (c) KIFD, (d) IFD, (e) RX [11], (f) LRX [11], (g) AED
[18], and (h) CRD [22].

Fig. 8. Influence of the parameter ζ on the detection performance of the
proposed KIFD on each data set.

50 to 300 for all the data sets, except for the HYDICE
data set. For the HYDICE data set, it can be seen that
when ζ increases from 50 up to 150, AUC values tend to

grow gradually. When ζ is greater than 150, the AUC values
tend to be stable and may decrease slightly. In a nutshell,
when ζ = 300, the proposed KIFD can obtain a satisfactory
detection performance. Therefore, in this article, the default
parameter of the KIFD is set as ζ = 300.

C. Analysis the Influence of the Global and Local Isolation
Forest-Based Detection Steps

In this section, we analyze the influence of the global and
local iForest-based detection steps on the performance of the
proposed method. As shown in Fig. 9(a), it can been observed
that the Global iForest detects the suspicious anomaly pixels
in HSI, and the AUC score of the initial detection result
is 0.9835. To make full use of the local information in the HSI,
the initial anomaly detection map is further refined with
iterative Local iForest. By this step, some false alarms could
be effectively removed. Fig. 9(b) shows the final detection
map, and the AUC score of the final detection map is 0.9917.
Based on this experiment, it can be concluded that both the
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Fig. 9. San Diego data set. (a) Initial detection map of Global iForest.
(b) Refining detection map with Local iForest.

global and local iForests make an important role in detecting
the anomaly pixels.

D. Detection Performance

In this section, the anomaly detection performance of the
proposed IFD and KIFD are evaluated and compared with
four state-of-the-art detectors: the RX detector [11], local
RX detector (LRX) [11], the AED [18], and Collaborative
Representation-based Detector (CRD) [22]. The RX and LRX
detectors are most widely used as the benchmark methods for
comparing the performance of a new anomaly detector. The
CRD and AED were recently developed AD methods, which
have leading performances on several real hyperspectral data
sets.

In the experiments, three of the most widely used metrics
for anomaly detection evaluation are exploited to qualitatively
and quantitatively evaluate the detection performances of
those compared methods. The first metric is the ROC curve,
which describes the relationship between the probability of
detection (PD) and the false alarm rate (FAR) at various
threshold settings based on the ground truth. Specifically, given
a detection map and a ground truth map, the PD and FAR can
be calculated as follows:

PD = ND

NT
FAR = NF

N
(5)

where ND is the number of detected target pixels under a
certain threshold for the detection map and NT is the total
number of real target pixels in the image, NF is the number
of false alarm pixels and N is the number of pixels in the HSI.
By comparing with the ROC curves of different methods, if a
method has a higher PD than the other methods at the same
false alarm, it demonstrates that the method outperforms the
other methods. The second metric is the AUC, which is derived
from the ROC curve and calculated with the whole area under
ROC curve. A larger AUC value means the detector obtains
a better detection performance. More detailed illustration of
these two evaluation indexes can be found in [42]. The third
metric is the separability range, which describes the ability
of detector to separate anomalies from the background [43].
A better detector would obtain a more efficient separation of
the anomalies and background.

TABLE I

OPTIMAL PARAMETERS OF THE LRX, AED, AND CRD METHODS
FOR THE EXPERIMENTAL DATA SETS

In order to evaluate the detection performances of compared
methods, we perform experiments on the above-mentioned
four data sets and generate the results reported in Figs. 4–7. In
the experiments, the optimal parameters of the LRX, AED, and
CRD methods are selected for each data set according to the
corresponding AUC performances. For example, the detection
performance of AED method is sensitive to the area parame-
ter κ . Then, based on the AUC metric, the optimal parameter κ
ranging from 5 to 300 is selected optimally. In addition, it is
known that the detection performances of the LRX and CRD
methods are sensitive to the window sizes (ωin and ωout).
Similarly, the optimal window sizes ωin ranging from 3 to 41
and ωout ranging from 5 to 71 are selected optimally. The
detailed optimal parameters of those compared methods are
presented in Table I. For the proposed IFD and KIFD methods,
the default parameters are set as M = 3% × N (N is the
number of pixels in the HSI, q = 1000. Furthermore, for the
KIFD method, the number of principal components ζ is set
as 300.

First, the detection maps of the compared anomaly detec-
tion methods on the four real hyperspectral data sets are
shown in Figs. 4–7. It can be seen that the proposed IFD
method shows competitive performances with respect to the
RX method, and the KIFD method can detect anomalies
more accurately and clearly than the IFD method and other
compared methods. For example, in Fig. 4, the KIFD method
can accurately detect all airplanes and obtain a good extraction
of the airplanes. The IFD and RX methods both have ability
to detect all airplanes, but the shapes of some airplanes are
missing. The LRX method can penalize background effec-
tively, but cannot detect all anomalies. The AED and CRD
methods also recognize the locations of airplanes, while the
shapes of the airplanes are blurring and some false anomalies
are also detected. It should be mentioned that some buildings
that are quite different spectrally from their surrounding are
considered as anomalies for all the compared methods. The
reason is that some background pixels that have spectral
difference with respect to their neighboring pixels would be
also detected as anomalies. Moreover, the proposed KIFD
and IFD methods show robust detection performance in large
size scenes. As shown in Fig. 6, most of the anomaly pixels
can be detected by the KIFD method. The reason is that, with
the kernel method, the KIFD can achieve better background
suppression and derive a detection result with less false alarms.
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Fig. 10. ROC curves of the algorithms for (a) San Diego data set, (b) HYDICE data set, (c) Segundo data set, and (d) Grand Isle data set.

Fig. 11. Background-target separability maps of the algorithms for (a) San Diego data set, (b) HYDICE data set, (c) Segundo data set, and (d) Grand Isle
data set.

TABLE II

AUC SCORES OF THE ALGORITHMS FOR THE EXPERIMENTAL DATA SETS

By observing the detection results on other three real data sets,
the following observations can be found. First, the RX usually
has stable detection performances, but fail to detect all the
anomalies due to the contamination of background statistical
estimation. Second, since the detection performances of the
LRX and CRD methods are sensitive to the window sizes,
when the sizes and shapes of anomaly targets are relatively
different and irregular, some of the anomalies cannot be
detected [see Fig. 6(f) and (h)]. Third, due to the blurring effect
produced in the filtering operation, those small-scale anomaly
targets may be failed to be detected [see Figs. 5(g) and 6(g)].

Second, we also calculate the AUC scores of the compared
algorithms as shown in Table II, in which the best AUC
score is highlighted for each experimental data set. According
to Table II, we can find that the KIFD achieves the best
scores on all experimental data sets. The IFD also obtains
satisfactory AUC scores, except for the HYDICE data set.
The RX and CRD achieve the lowest detection accuracy for
the San Diego data set and EI Segundo data set, respectively.
Although the LRX and AED methods have relatively stable
detection performances, it does not in any case obtain the
highest AUC scores. In addition, Fig. 10 presents a quantitative
comparison of different methods with the ROC curves. Note
that for the ROC curve, a better detector would lie nearer
the upper left corner (0, 1) and result in achieving higher

detection accuracy at the same false alarm. As shown in Fig. 10
(Log10 coordinate is used), the KIFD method is superior to
the IFD, RX, LRX, AED and CRD methods under most
conditions. It can be seen from Fig. 10(a) and (d) that the
proposed KIFD method obtains much better ROC curves
than the other compared methods since its probabilities of
detection are always higher than others when FAR varies
from 0.001 to 1. As shown in Fig. 10(b), it can be observed
that the proposed KIFD method obtains higher probabilities
of detection than the other compared methods under most
conditions. As shown in Fig. 10(c), compared with the AED
method, the proposed KIFD method obtains slightly lower
probabilities of detection when the FAR varies from 0.001 to
0.005. However, the general performance of the proposed
KIFD method is still better than the other algorithms.

Third, box plots are exploited to further evaluate the detec-
tion performance of proposed KIFD method via separability
maps, as shown in Fig. 11. There are two boxes for each
detector. The red boxes and green boxes illustrate the distribu-
tions of anomaly class and background class, respectively. The
position of the boxes reflects the separability between anomaly
class and background class. In other words, a larger separa-
bility distance means the corresponding detector achieves a
superior detection performance. By observing Fig. 11, the fol-
lowing observations can be found. First, the separation gaps
obtained by the proposed KIFD method are quite bigger than
the RX, LRX and AED methods on all experimental data sets.
Second, the separation gaps obtained by KIFD method are
slightly larger than the IFD method on the experimental data
sets. Third, the AED method achieves same separation gaps
of the KIFD method on the San Diego and Segundo data sets.
However, the KIFD method achieves superior background-
anomaly separation than the AED method on the HYDICE and
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TABLE III

RUNNING TIME (SECONDS) OF THE ALGORITHMS FOR THE EXPERIMENTAL DATA SETS

Fig. 12. (a) Influence of the parameter M on the detection performance of
the proposed KIFD on each data set. (b) Influence of the parameter M on the
execution time of the proposed KIFD on each data set.

Grand Isle data sets. Therefore, it can be concluded that the
proposed KIFD method obtains a better overall background-
anomaly separation than the other algorithms.

Finally, the time-complexity of constructing an iForest is
O(q M2), where q is the number of tree, M is the sub-
sampling size of tree. The time-complexity of evaluating
anomaly scores is O(q M N), where N is the number of
pixels in the HSI. Therefore, the complexity of the proposed
method is O(q M(M + N)). Also, the computation cost of
the aforementioned methods is compared on a computer with
2.8-GHz CPU and 8-GB memory. We measure the computing
time of the compared detection methods on the experimental
data sets. All methods are implemented in MATLAB and the
detailed results are presented in Table III. As shown in this
table, it is important to notice that the KIFD is computationally
more expensive than the IFD as expected, while is much more
efficient than the LRX and CRD methods.

E. Discussion

In this section, we undertook the experiments to show how
the randomness of proposed KIFD method affects to results.
Fig. 12 presents the influence of different subsampling sizes
M to the detection performance and the computing time on
each data set. As shown in Fig. 12(a), it can be seen that the
AUC values increase at first, then decrease slightly, and finally
reach their peaks at 3 for the San Diego and Segundo data sets.
For the HYDICE and Grand Isle data sets, we can see that
the proposed KIFD obtains a steady detection performance
when M is less than 3. However, when M continues to
increase, the AUC values of proposed KIFD start to decrease.
Therefore, in this article, we select M = 3% × N (N is
the number of pixels in the HSI) as the default parameter
of the proposed method. As shown in Fig. 12(b), execution
time of the proposed KIFD method achieves nearly linear
growth when subsampling size M increases. In this article,

Fig. 13. (a) Influence of the parameter q to the average path length of the
proposed KIFD on each data set. (b) Influence of the randomness selection
step on the proposed KIFD method.

anomaly score of each hyperspectral pixel is evaluated by
the average path length over q trees. The average path length
would be more desirable when q is large enough. Fig. 13(a)
presents the effect of q to the average path length of the
proposed KIFD on each data set. Here, we can observe that
the average path lengths have a trend to drop first and then
rise when q varies from 1 to 1000. When q continues to
increase, the average path lengths converge. Therefore, in this
article, we select q = 1000 as the default parameter of the
proposed method. Finally, Fig. 13(b) presents the influence of
this randomness selection step on the proposed KIFD method.
It can be clearly observed that the AUC values of the proposed
method vary in a small range in ten repeated experiments.
For example, the AUC values vary within the range between
0.9912 and 0.9923 on the San Diego data set. Therefore, it can
be concluded that the random selection operation actually has
a little impact on the detection performance of the proposed
method.

V. CONCLUSION

In this article, we have proposed a novel iForest-based
anomaly detection algorithm as well as its kernel version
for HSIs. In the proposed IFD method, a global iForest is
first performed on original HSI to obtain an initial anomaly
scores map. Then, the initial score map is refined with a local
iForest to obtain the final detection map. The advantage of the
proposed framework is that it can make full use of the global
and local information in a HSI. Additionally, to better separate
the anomaly and background, the original hyperspectral data is
projected into a kernel feature space by using kernel method.
Experiments on four real hyperspectral data sets show that
the KIFD can outperform the IFD and other state-of-the-art
methods in terms of both objective and subjective evaluations.
The iForest method is capable of detecting anomalies with
high efficiency. In the future, how to implement the proposed
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method to detect the oil spill by optical remote sensing will
be the focus.
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